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[[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]



Problem
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● Automatic Music Transcription
● Abundance of piano data
● Tablature



One Step Approach

1 - Pitch Estimation

2 - Converted to tab

Two Step Approach

1 - Map audio directly 
to tab with CNN

Methods
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GuitarSet01
Dataset used for 
training

Compile Data02
Get data from 
dataset and input to 
DataLoader

CNN03
Convolutional Neural 
Network for 
transcription

Results04
Analysis of output 
from model

Topics
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GuitarSet
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● 360 excerpts
● Various guitarists and genres
● Hexaphonic Pickup
● Annotation (Each string)

○ Midi Note
○ Beat Position



Data From GuitarSet
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● Audio Preprocessing
○ Downsample 
○ CQT

● Labeling Preprocessing 
○ .jams files
○ 21 fret classes
○ 6 x 21 label array

[[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0],
 [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]



DataSet
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● Custom DataSet Class
● Context Window (192x9)
● List of Frames
● Train, Validate, Test

04_Jazz3-150-C_solo_0
04_Jazz3-150-C_solo_1
04_Jazz3-150-C_solo_2
04_Jazz3-150-C_solo_3
04_Jazz3-150-C_solo_4
04_Jazz3-150-C_solo_5
04_Jazz3-150-C_solo_6
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Network Architecture

192x9
190x7x32

Input Convolution

186x3x64

Convolution Max Pooling

62x1x64

Dense Dense

128 126
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Network Architecture
Softmax
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wait….
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Novelty
● Pytorch
● Different CNN Architecture
● Convolutional Layers
● Kernel Size
● Max Pooling
● Validation
● Optimization
● Dataset size



results ->
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Results
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● Dataset size significantly mattered

● Loss decreasing during training :)

● Loss increasing during validation :(

● Timeline of Project



Future
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● Optimizer 
● Learning Rate 
● Batch Size
● Context Window Size
● Epochs
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