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ABSTRACT

This paper introduces AutoMusicians, a system developed
to explore the potential of Large Language Models (LLMs)
in the field of polyphonic music composition. The sys-
tem represents an initial effort to extend the capabilities of
LLMs beyond their traditional text-based applications, ad-
dressing the unique challenges of the music domain. To
take advantage of the Chain-of-Thoughts reasoning of the
LLMs, AutoMusicians is driven by chat chains between
several agents. The system incorporates two distinct com-
munication protocols: instrument-based and function-based,
both of which allow for diverse approaches to musical cre-
ation.

In evaluating AutoMusicians, we focused on the sys-
tem’s ability to create complex and nuanced musical com-
positions. The evaluation, although preliminary, suggests
reasonable results in terms of the system’s effectiveness
in generating musical pieces that exhibit a higher degree
of complexity and artistic expression compared to single-
agent. The inclusion of a Critic Agent within the sys-
tem demonstrates the value of iterative feedback in refining
compositions, enhancing both their technical precision and
overall musical quality.

1. INTRODUCTION

Large Language Models (LLMs), such as GPT-3.5 and GPT-
4, demonstrate potential as the brain of AI agents in tasks
involving reasoning. The breadth and diversity of their
training datasets enable these models to effectively process
and analyze information, facilitating inference and decision-
making. This capability makes them particularly useful
in decision support systems, problem-solving tasks, and
analytical reasoning across a range of fields. The profi-
ciency of LLMs in understanding and processing textual
information underscores their utility in tasks demanding a
synthesis of an extensive knowledge base and reasonable
decision-making.

However, it’s important to acknowledge the inherent
limitations of LLMs, especially GPT-4 when addressing
music-related tasks. Primarily, GPT-4 is not equipped to
process or understand audio inputs, which is a fundamental
aspect of music composition and analysis. Its capabilities
are confined to text-based processing, meaning it cannot
directly interpret musical notes, rhythms, or timbres from
audio recordings or standard musical notation. This limi-
tation significantly restricts its direct applicability in tasks

like composing melodies, harmonizing, or arranging mu-
sic in traditional senses. Furthermore, GPT-4’s text-based
approach to understanding music relies heavily on descrip-
tive language, which may not capture the subtlety and emo-
tional depth inherent in musical compositions. This gap
demonstrates a disconnect between the model’s linguistic
proficiency and the sensory, often non-verbal, experience
of music, potentially leading to a superficial engagement
with musical tasks.

This paper investigates the potential to enhance the util-
ity of GPT-4 in polyphonic music composition, a field tra-
ditionally viewed as predominantly creative and intuitive.
GPT-4’s text generation and interpretation abilities, com-
bined with its knowledge base of music theory, history,and
genres, present unique opportunities for conceptual devel-
opment, organization of musical ideas, and generation of
textual representation of music.

The subsequent section of this paper is structured into
three distinct parts: firstly, a brief review of current AI
agent systems employing Large Language Models (LLM);
secondly, an in-depth explanation of the development pro-
cess of the AutoMusicians system; and thirdly, an obser-
vational analysis and evaluation of AutoMusicians’ per-
formance. Additionally, demonstrations showcasing the
outcomes from AutoMusicians are included in the Appen-
dices.

2. RELATED WORKS

2.1 LLMs as Agent

The advancement of Large Language Models (LLMs) has
yielded substantial enhancements in their reasoning capa-
bilities. This progress is characterized by the models’ abil-
ity to deconstruct complex inquiries into a sequence of
incremental steps, a process called the Chain-of-Thought
(CoT) reasoning(Wei et al. 2022; Kojima et al. 2022)[1].
Such a methodical approach enables these models to tackle
multifaceted problems with a level of depth and under-
standing. The CoT technique, by breaking down prob-
lems into simpler elements, mirrors human cognitive pro-
cesses, allowing LLMs to generate more accurate, logical,
and contextually relevant responses. Practical implications
of CoT such as the development of AI agents like Auto-
GPT(Yang et al 2023) [2]and BabyAGI 1 , demonstrate the
potential of autonomous task-solving approaches utilizing

1 https://github.com/yoheinakajima/babyagi



the reasoning ability of LLMs.

2.2 Multi-agent Collaboration via LLMs

Agents employing a singular LLM exhibit autonomous problem-
solving capabilities; however, research projects integrating
multiple LLM-powered agents reveal a heightened poten-
tial for collaborative strategies, where these agents collec-
tively work towards a unified objective. In Stanford Smal-
lville(Park et al. 2023), LLM-powered agents perform hu-
man activities and simulate interactions to digitally recre-
ate a small village’s living environment[3]. ChatDev(Qian
et al.2023), a virtual software company staffed entirely by
GPT-powered agents, collaborates in software development,
demonstrating the practical applicability of LLMs in com-
plex, real-world tasks. Similar to ChatDev, MetaGPT(Hong
et al. 2023) introduces a meta-programming framework
that effectively integrates human-like workflows into LLM-
based multi-agent systems[4][5], offering more streamlined
and error-reduced solutions in complex tasks. Incorporat-
ing LLMs into multi-agent systems signifies a possible ap-
plication of the reasoning ability of the LLMs, where the
synergy between multiple LLMs enables a level of problem-
solving and creativity that surpasses individual capabili-
ties.

2.3 LLM Agents in Audio and Music

Most of the LLM-based agents handle textual-based tasks
such as writing, communication, and programming because
language models are inherently designed to understand,
generate, and manipulate human language, thereby excelling
in tasks that require natural language processing. Due to
LLMs’ limitations in handling modalities other than text,
their application in the audio and music domains has tra-
ditionally been challenging. These models, structured pri-
marily around text-based inputs and outputs, struggle with
the complexities of audio processing, which includes nu-
ances like tone, rhythm, and timbre in music or the sub-
tleties and variations in human speech. However, recent
research in the multimodalities in LLMs has led to the de-
velopment of agent systems like AudioGPT(Huang et al.
2023) and MusicAgent(Yu et al.2023)[6][7], which extend
the capabilities of LLMs into these new territories. Au-
dioGPT, for example, integrates foundational audio pro-
cessing models with the reasoning and planning abilities of
LLMs, enabling the handling of complex audio tasks, in-
cluding speech and music generation, and understanding in
conversational contexts. Similarly, MusicAgent combines
an extensive toolset with LLM-powered workflows to au-
tonomously analyze user requirements and execute music-
related tasks. These developments showcase the ability of
LLMs to analyze audio-related tasks and select external
models and tools, exemplifying the potential of combin-
ing LLMs with specific domain applications and opening
up new possibilities in areas where language models alone
have limitations.

3. METHOD

3.1 Text-to-Music Representation

In selecting ABC notation 2 as the preferred text-to-music
representation for AutoMusicians over MIDI or other for-
mats, several factors were considered. ABC notation’s text-
based nature offers simplicity and accessibility, an aspect
crucial for integrating with OpenAI’s API, particularly given
its optimization for text processing. This alignment allows
the AI to efficiently generate and manipulate music nota-
tion, leveraging its natural language processing capabili-
ties.

Furthermore, the human-readable format of ABC nota-
tion is invaluable in a research context. Researchers and
users can easily interpret and modify the music data, a sig-
nificant advantage for understanding and adjusting the AI-
generated output. Additionally, the widespread support for
ABC notation in various music software ensures easy con-
version to other formats and broadens its applicability.

Efficiency in data representation is another critical fac-
tor. ABC notation, being more concise, is particularly effi-
cient for representing melodies and harmonies. This con-
trasts with the detailed and complex nature of MIDI, which
captures extensive aspects of sound production like veloc-
ity and timbre. Such efficiency is advantageous in AI con-
texts, where simplicity can lead to faster processing and
ease in generating music.

Moreover, ABC notation is well-suited for projects fo-
cusing on melody and harmony, aligning with the priorities
of many musical AI applications. The emphasis on compo-
sitional aspects over performance nuances further justifies
its selection. Lastly, the robust community and extensive
resources available for ABC notation, including libraries,
tools, and datasets, provide an invaluable support network
for the project.

3.2 Agent Communication Protocols

We design two protocols of agent communication. An
instrument-based protocol that resembles music creation
within a music band. A function-based protocol that de-
composes the process of music composition into several
sub-tasks, and assigns agents to handle each sub-task.

3.2.1 Instrument-Based

In AutoMusicians, we employ a series of specialized agents,
each contributing uniquely to the creation of a musical piece.
These agents interact in a collaborative cycle, ensuring a
coherent and well-structured final composition.

The system starts with the User Proxy Agent, a bridge
between the user and the other agents. It captures user in-
puts and preferences, relaying them to the Planner. This
agent is crucial for incorporating user-specific requirements
and ensuring that the final output aligns with their expec-
tations.

Next is the Planner Agent. This agent is responsible
for suggesting the overall structure of the song, including

2 https://abcnotation.com/



aspects like energy flow, key, chord progression, time sig-
nature, tempo, and MIDI program numbers for different
instruments. It generates a plan in ABC notation, provid-
ing a clear and concise blueprint for the other agents to
follow.

Following the Planner, the Vocal Agent comes into play.
This agent specializes in writing the vocal melody, adher-
ing to the Planner’s guidelines. It focuses on emotional
delivery, vocal techniques, and ensuring harmony with the
instrumental arrangements. The Vocal Agent avoids repet-
itive notes and simple diatonic scales, striving for a rich
and varied vocal line.

The Rhythm Guitar Agent then writes the guitar chord
parts, following the approved plan and vocal melody. It
focuses on playing chords that provide a harmonic foun-
dation, emphasizing chord progressions and rhythmic con-
sistency. This agent ensures that the guitar chords enhance
the overall structure and feel of the song.

Simultaneously, the Lead Guitar Agent adds melodic
lines, solos, and embellishments, complementing the chord
progression and rhythm established by the Rhythm Guitar.
This agent is tasked with creating expressive and dynamic
lead parts, enhancing the song’s emotional impact while
being mindful of the overall feel and genre.

The Bass Agent is responsible for writing basslines, fol-
lowing the approved plan. It uses a mix of note lengths to
create rhythmic and harmonic depth, ensuring the basslines
support the overall composition effectively.

Then, the Drum Agent creates drum patterns, percus-
sion elements, and rhythms. This agent picks the MIDI
program number for drums, providing a solid rhythmic
foundation for the song.

Additionally, the Assistant Agent combines everything
together in ABC notation, and revises the format so that
everything is executable.

Finally, the Critic Agent reviews the combined ABC no-
tation of the song. It analyzes each part and offers con-
structive feedback, focusing on musicality, technical accu-
racy, and overall composition. The Critic’s role is to refine
and enhance the quality of the music without altering the
fundamental structure or style established by the Planner.

The entire process is managed and facilitated by the
Group Chat Manager, which oversees the interactions among
the agents, ensuring a seamless and efficient collaborative
process. This system allows for a maximum of 50 rounds
of interaction, enabling a thorough and comprehensive de-
velopment of the musical piece.

3.2.2 Function-Based

Similarly to the instrument-based agent communication pro-
tocol, the function-based communication protocol also con-
tains a User Proxy Agent, an Artist and Repertoire(A&R)
agent for analyzing and decomposing the tasks, a Critic
Agent for reviewing the work, and a Group Chat Man-
ager for organizing the chats between each agent. Diverg-
ing from the instrument-based approach, function-based
agents are distinctively categorized and assigned tasks based
on specific musical specializations essential to the music

Figure 1. Chat chain of instrument-based protocol

composition process, such as melody, harmony, and in-
strumentation. This protocol mirrors a more structured ap-
proach to music composition, where a comprehensive un-
derstanding of music theory is essential for each agent’s
performance. Such a design reflects a deliberate effort to
emulate the intricate and theory-driven processes typical
in traditional music composition, thereby ensuring a more
nuanced and theoretically informed output from the collec-
tive efforts of the specialized agents.

Upon receiving user requests, the Artist and Repertoire
(A&R) agent initiates the music composition process by
establishing the theme and title of the piece. This agent
then breaks down the composition into specific subtasks,
which are subsequently allocated to specialized agents re-
sponsible for melody, harmony, and instrumentation. Lever-
aging the advanced reasoning capabilities of GPT-4, the
A&R agent also plays a crucial role in articulating clear
and coherent guidelines for each musician agent. This en-
sures a more structured and cohesive approach to music
creation, aligning the individual contributions towards a
unified compositional goal.

Following these directives, the melody agent undertakes
the task of defining the piece’s fundamental characteris-
tics, such as length, meter, and key signature. Utilizing
a structured ABC notation format, this agent generates a
single-line melody, which forms the basis for further de-
velopment. This melody is then passed to the harmony
agent, whose responsibility is to enrich the piece by de-
termining the number of voices and crafting the harmonic
content for each. The output from the harmony agent, a
harmonized polyphonic composition in ABC notation, is
then conveyed to the instrumentation agent. This final step
of music composition involves the instrumentation agent
adding diverse instruments and sound textures, thereby en-
hancing the piece’s overall richness and depth. Each of
these stages reflects a meticulous and collaborative effort,
mirroring the complexities and nuances inherent in profes-
sional music composition.

After the first round of music composition, the Critic



Agent steps in to assess the overall quality of the music
piece. This evaluation focuses on several key aspects: the
melodic structure, the interplay of harmony and counter-
point, the complexity of rhythms, and the overall form and
structure of the piece. Additionally, the Critic Agent ex-
amines the originality and creativity embedded within the
composition. Based on this assessment, the Critic Agent
offers constructive feedback to each of the musician agents.
In response, these agents work on refining their respective
contributions, iterating on their parts to enhance the qual-
ity of the music. This process of review and refinement
continues until the Group Chat Manager decides that the
composition has reached its desired state and concludes the
collaborative session.

Figure 2. Chat chain of function-based protocol

3.3 Prompt Engineering

In the construction of AutoMusicians, prompt engineering
played a pivotal role in defining the behavior and output of
each agent. The careful crafting of prompts ensured that
each agent within the system adhered to its specific role
while contributing effectively to the collaborative process
of music creation. The following are the key techniques
used in prompt engineering for this project:

3.3.1 Role-Specific Instructions

Agents within the system are designated specific roles, in-
cluding Planner Agent, Vocal Agent, Melody Agent, Critic
Agent, among others. Each agent is provided with a dis-
tinct set of instructions, meticulously tailored to their as-
signed roles. Additionally, the agents are tasked with revis-
iting and refining their work in response to feedback from
the Critic Agent. This practice of role-playing, facilitated
by GPT-4’s reasoning capabilities, ensures that each agent
operates within its defined domain of expertise, fostering a
more coherent and collaborative creative process.

3.3.2 Clear and Concise Language

The prompts were designed to be clear and concise, ensur-
ing that each agent understood its tasks without ambiguity.
This clarity was crucial for the agents to produce relevant
and accurate outputs in line with the project’s objectives.

3.3.3 Guidelines for Musicality and Technicality

These prompts included clear instructions on musical stan-
dards, aligning with what is generally perceived by humans
as high-quality or “good” music. This approach ensures
that the agents’ outputs meet both technical and aesthetic
criteria. Additionally, in-context prompting was employed
to enhance the agents’ comprehension of ABC notation, a
key element in standardizing the communication protocols
among them. This method was instrumental in ensuring
that each agent could effectively interpret and utilize ABC
notation, thereby facilitating seamless and coherent inter-
actions within the multi-agent system.

3.3.4 Collaborative Dynamics

The prompts designed for the agents are strategically engi-
neered to foster collaboration within the multi-agent sys-
tem. The prompts highlight how each agent’s contribu-
tions fit into the larger creative process, emphasizing their
significance as essential members of a cohesive team. This
approach was important in orchestrating a harmonious col-
laboration, where each agent’s unique skills and functions
were seamlessly integrated into the collective effort.

4. EVALUATION

4.1 General Observation

In evaluating the performance of the agents in ABC nota-
tion, several observations stand out. Firstly, without spe-
cific instructions on rhythmic complexity, the agents tend
to consistently output rigid quarter notes, indicating a lim-
itation in their ability to vary rhythm and inject subtlety
into the composition. Additionally, the agents display a
tendency to write scales and repeated notes, a pattern that
may contribute to a sense of predictability and lack of cre-
ative flair in the musical pieces. A notable issue is with
the drum part, where the ABC notation does not seem to
work effectively. This limitation hampers the represen-
tation of the drum’s role, which is crucial for providing
dynamic rhythm and enhancing the overall texture of the
composition. Despite these challenges, the Planning and
AR Agents demonstrate a level of music understanding
by reasonably interpreting users’ requests. The musician
agents successfully follow the general guidance outlined
by the Planner Agent and AR Agent. This adherence to the
planned structure suggests a basic level of competence in
maintaining the foundational elements of the composition.
However, the observations highlight a need for further re-
finement in the agents’ capabilities, particularly in terms
of rhythm variation, creative note selection, and effective
drum notation, to more authentically capture the essence
and complexity of music.



Figure 3. Prompt demo for Vocal Agent

Figure 4. Prompt demo for Melody Agent

4.2 Single Agent versus Multiple Agents

To evaluate the qualities of the generated contents of the
multi-agent collaboration approach using the function-based
communication protocol, a comparative analysis is con-
ducted with the outputs generated by a single agent, specif-
ically ChatGPT. This comparison involves analyzing the
music pieces created by the multi-agent system and con-
trasting them with the responses produced by ChatGPT,
both prompted by the same user input.

For our study, we prepared two sets of parallel samples,
providing identical user prompts to both ChatGPT and our
AutoMusicians system. The first prompt was: "Please com-
pose a 32-bar 4-voice Bach Chorale music using ABC no-
tation." As shown in Figures 5 and 6, the composition cre-
ated by AutoMusicians demonstrated greater melodic and
harmonic richness, as well as more structural complex-
ity compared to ChatGPT’s output. Notably, ChatGPT
did not include any details regarding instrumentation in
its response. The second prompt was: "Please compose
a 32-bar Oriental-style music piece using the pentatonic
scale, and present it in ABC notation." The resulting sheet

music revealed that AutoMusicians’ composition was sig-
nificantly more complex than that of ChatGPT. Our in-
teractions with ChatGPT indicated that, without specific
and detailed prompts, it tends to produce simpler, mono-
phonic music of shorter length. However, with more de-
tailed requests, ChatGPT can generate music pieces with
increased complexity. This suggests that the collaborative
effort of multiple specialized agents in AutoMusicians can
yield music compositions of higher quality and complexity
autonomously compared to the outputs from a single agent
like ChatGPT.



Figure 5. Bach-style Chorale by ChatGPT

Figure 6. Bach-style Chorale by AutoMusicians

4.3 Review versus No Review

Critic Agent’s feedback significantly enhanced the piece’s
musicality, technical accuracy, and overall composition.
When being asked to write a jazz song, as in Figure 9,
the initial result was not ideal. All instrumental parts were
plain and simple. However, after the Critic Agent’s review,
the result was improved, as shown in Figure 10. The vo-
cal line was transformed from simple to complex, incor-
porating intricate rhythms and melodies characteristic of
jazz. The rhythm guitar part evolved from basic to so-
phisticated, featuring intricate chords and rhythmic varia-
tions aligning with jazz techniques. The bass line, initially
simplistic, was refined into a walking bass style, adding
complexity and momentum. The drum part, previously
underdeveloped, now includes nuanced patterns that con-
tribute to the jazz feel. Overall, the composition’s cohe-
sion improved, with each part interacting more dynami-

Figure 7. Oriental-style music by ChatGPT

cally and complementing others, particularly in how the
guitar, bass, and drums respond to vocal phrases and tran-
sitions. This collaborative and iterative process, driven by
the Critic Agent’s input, showcases the effectiveness of
a review mechanism in AI-driven music composition, re-
sulting in a piece that truly captures the essence of jazz.
The evaluation of the function-based communication pro-
tocol revealed certain limitations of language models in
reasoning with textual representations of music. An inter-
esting observation was that despite being designed to of-
fer critical feedback, the Critic Agent often tended to pro-
vide compliments rather than constructive criticism. On
occasions, it proposed changes that were logically sound
for isolated sections but failed to consider the impact of
these changes on the overall cohesion of the music piece.
Furthermore, some of its suggestions regarding harmony
led to dissonance between the different voices. While the
Critic Agent was able to introduce minor enhancements in
terms of rhythmic complexity, it did not significantly el-
evate the overall quality of the compositions. This high-
lights a crucial area where language models, even when
adept at processing text, may struggle to fully grasp and
effectively critique the complexities inherent in musical
composition, especially when dealing with the intricate in-
terplay of rhythm, harmony, and melodic progression.

5. FUTURE WORK

In the conducted experiment, it was observed that the qual-
ity of the music generated by AutoMusicians is signifi-
cantly influenced by how the agents are prompted. This ob-
servation underscores the potential for enhancing the out-
put quality through precise and thoughtful refinement of
the prompts administered to each agent. AutoMusicians
also presents a considerable limitation of its inherent musi-
cality due to the fact is LLM-based. Future research could
investigate the extent to which an LLM recognizes its own
limitations and the potential to leverage external tools for
improvement. The development of a more comprehensive
system that incorporates backend processing with audio
and music-related tools is suggested as an augmentation
to the existing framework. Furthermore, the inefficiency
of ABC notation in representing drum beats, a crucial el-
ement across all music genres, suggests exploration into



Figure 8. Oriental-style music by AutoMusicians

alternative textual representations of drums. An additional
area for advancement involves the fine-tuning of the LLM,
particularly GPT-3.5, to improve the generation of ABC
notations. This process requires the preparation of datasets
of high-quality ABC notations and the integration of pro-
fessional musical knowledge.
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Figure 9. Jazz Song Unrevised

Figure 10. Jazz Song Revised



A. APPENDICES

A.1 Chat History Examples

A.1.1 Function-based Communication Protocol

Figure 11. Chat History Demo for Function-based Communication Protocol

A.1.2 Instrument-based Communication Protocol

A.2 Symbolic Representation of Generated Examples



Figure 12. Chat History Demo for Function-based Communication Protocol



Figure 13. Chat History Demo for Function-based Communication Protocol



Figure 14. Chat History Demo for Function-based Communication Protocol



Figure 15. Chat History Demo for Function-based Communication Protocol



Figure 16. Chat History Demo for Function-based Communication Protocol



Figure 17. Chat History Demo for Function-based Communication Protocol



Figure 18. Chat History Demo for Function-based Communication Protocol



Figure 19. Chat History Demo for Instrument-based Communication Protocol



Figure 20. Chat History Demo for Instrument-based Communication Protocol



Figure 21. Chat History Demo for Instrument-based Communication Protocol



Figure 22. Chat History Demo for Instrument-based Communication Protocol



Figure 23. Chat History Demo for Instrument-based Communication Protocol



Figure 24. Chat History Demo for Instrument-based Communication Protocol



Figure 25. Chat History Demo for Instrument-based Communication Protocol



Figure 26. Allegro Adventure, composed by AutoMusicians



Figure 27. Allegro Adventure, composed by AutoMusicians


