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Observation + Future work + Demo  –Boning



Background: LLM Reasoning and 
Chain-of-Thought Prompting

https://arxiv.org/pdf/2201.11903.pdf



Background: LLM as Agents:

https://arxiv.org/pdf/2308.00352.pdf



Motivation

1. How well  LLM(GPT-4) does in handling music-related tasks, such as music 
understanding and generation?

2. Can the musicality of GPT-4 be enhanced through CoT prompting and multi-agent 
collaboration?

Method: Chat chain between musician 
agents role-played by GPT-4



Method: text-to-music representation

ABC Notation:

Pros:
- Simplicity
- Similar to natural language
- Efficiency in Data Handling

Cons
- Limitations in Expressiveness



Method: Communication Protocols

Instrument Based: Function Based:



Method: System Prompt Engineering
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Observation

Pros

1. Interpret and analyze user request basically 
correctly: able to choose the most suitable 
instrument, keys, and time signatures

2. Have the basic feelings of desired styles
3. Applicable for a range of different genre and styles.



Problems

1. Harmony sometimes sound weird
2. Insufficient ability to control note range
3. Only satisfy the basic requirement without further instruction

Observation



Observation

Notes as high as A5 for Contrabass
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Future work

1.Refine the prompt engineering to improve the performance and 
quality of generated content

2.Use of external tools — realize its own limit. Need backend 
processing to execute the codes

3.Fine tuning(GPT-3.5): collect and feed dataset of high quality    
ABC notation, reinforcement learning with human feedback.



Demo

32 bar-bach Chorale

A happy and joyful song “Allegro Adventure”

An oriental song with pentatonic scale

An electronic music “Neon Dreams”

A bach style Choir “Leuchtender Glaabe”

A thrill music “Lurking Fears”

A classical piano trio



Questions


