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The Idea:

Use LSTM model on extracted MFCC features
to predict the emotional state of speakers

The Goal:

>70% prediction accuracy of eight emotional
classes
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The dataset: RAVDESS

Includes eight emotional states.

24 actors, each with many audio files of
varying emotional states and intensity.
Actors repeat the same sentence, ruling
out “context” component.
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Emotion Distribution in the Dataset




The dataset: RAVDESS

Equal gender distribution, ruling out
gender emotional inference from speech
biases.

female

Gender Distribution in the Dataset



The dataset: RAVDESS

Emotion Intensity Distribution
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classification, with two classes.
Helps with asserting the emotional
inference.
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The dataset: RAVDESS

Filename example: 03-01-06-01-02-07-12.wav

1. Audio-only (03)
e No CSV file! file names encoding the 2. Speech (01)
classification. 3. Fearful (06)
4. Normal intensity (01)
5. Statement "dogs" (02)
6. 1st Repetition (01)

7. 12th Actor (12)
Female, as the actor ID number Is even.



Why MFCC features?

Provides robust representation of frequency content of speech that mimics human speech
perception by capturing both frequency and amplitude.

Emotions like anger and surprise are linked to discontinuous changes in frequency, with
higher energy bursts apparent in the peaks of higher order MFCC coefficients.

Emotions like sadness and calmness exhibit smoother frequency transitions with energy
mostly in the lower frequencies domain. It manifests in the first few MFCC coefficients.



MFCC Coefficients
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Why MFCC features?

)
MFCCs - Emotion: angry

Time

Higher energy .

Higher intensity indicating by the red regions.
Higher order MFCC coefficients (about 9 bins).
Sharper MFCC coefficients transitions.
Sharper intensity peaks.

200

k=]

—200

—400

—600

MFCC Coefficients

©

MFCCs - Emotion: calm

Time
Lower energy .

Lower intensity indicating by the blue/orange
regions.

Lower order MFCC coefficients (about 5 bins).
Smoother MFCC coefficients transitions.
Smoother intensity peaks.
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http://drive.google.com/file/d/18Yk9LHDW8YCAKKcEbmdqXIATwL7fzqVx/view
http://drive.google.com/file/d/1JdSQ5OGQH1SvRRRz-f0WVTCkMIjFBOhS/view
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Why MFCC features?

MFCCs - Emotion: very angry
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MFCCs - Emotion: calm
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http://drive.google.com/file/d/15f8HPsPyzwrfWYlO76YC5C-D9vB4x1Vq/view
http://drive.google.com/file/d/18Yk9LHDW8YCAKKcEbmdqXIATwL7fzqVx/view

Model General Architecture (Rough)

Adam Optimizer

Spare Categorical cosentry
Metrics = accuracy
Early stopping



Data Preparation

Filename example: 03-01-06-071-02-01-12.wav

1. Audio-only (03)

2. Speech (01)

3. Fearful (06)

4. Normal intensity (01)
5. Statement "dogs" (02)
6. 1st Repetition (01)

7.12th Actor (12)
Female, as the actor ID number is even.



Data Processing
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Training
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Evaluation




First model: Architecture

Layer (type) Output Shape Param #
lstm (LSTM) (Mone, 13, 128) 66,568
dropout (Dropout) (None, 13, 128) ) 5]

e Batch size = 32 Istm_1 (LSTM) (None, 64) ) 49,488

e Epochs =50 _

e Patience=5 dropout_1 (Dropout) {None, 64) ) 5]
dense (Dense) {None, 128) ) 8,328
dropout_2 (Dropout) {None, 128) ) 5]
dense_1 (Dense) (None, 8) ) 1,832

Total params: 125,328 (489.53 KB)
Trainable params: 125,328 (489.53 KB)
Mon-trainable params: 8 (@.88 B)



First model: Evaluation

Accuracy

Model Accuracy
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Pretty far from goal :(




Model Enhancement Attempt 1: Data

Augmentation

Diversify data by creating three variants of each
file: Noisy, Pitched Shifted, and Time Stretched
versions

More data through another dataset would
achieve the same result, though it is hard to find
another data set with the same labels and
features

Added in the data preparation function

Data Augmentation




Model Enhancement Attempt 1: Data
Augmentation - Results

Model Accuracy Model Loss
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Much better, but still not at the goal %!



Model Enhancement Attempt 2: Model
Architecture and Training Changes

Layer (type) Output Shape Param #
1stm 2 (LSTM) (None, 13, 256) 264,192
dropout_3 (Dropout) (Mone, 13, 256) ) 5]

e Batch size = 32 lstm_3 (LSTM) (None, 64) ) 82,176

e Epochs =200

e Patience =10 dropout_4 (Dropout) (Mone, 64) ) 5]
dense 2 (Dense) (Mone, 128) ) 8,328
dropout_5 (Dropout) (Mone, 128) ) 5]
dense 3 (Dense) (Mone, 8) ) 1,832

Total params: 355,728 (1.36 MB)
Trainable params: 355,728 (1.36 MB)
Mon-trainable params: @ (8.88 B)



Model Enhancement Attempt 2: Model
Architecture and Training Changes - Results

Model Accuracy Model Loss
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Accuracy of 73%, reached goal!



Model Enhancement Attempt 2: Model
Architecture and Training Changes - Results

Test Loss: 1.8247074365615845
Test Accuracy: 8.7265625

Confusion Matrix
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Puttlng it all together Final Model

Dmpuul
M (Nnna LSTM (Mone, Dropout
Dense (Mo Dmpnul: Dense (None,
128) (relu] (Mone, 128) 8) (softmax)
Use Pass splited
LabelEncoder() o “1,2;"“‘“ 9‘“'" »| datasetand
transform labels M encoder




Final Though

It is much easier for us to detect emotions from voice for close people compared with
strangers. We learn how a loved one sounds when they are sad, happy, etc.

THUS, models need to consistently learn! If an SER is used in gaming, each player
may have their own variant of the model weight that evolves and adapts with the
player, hence converging to a near perfect accuracy over time.



Demo



Summary Table:
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wawv
wawv
wav

neutral
calm
happy

sad

angry
fearful
disgust
surprised
calm
happy

sad

angry
fearful
disgust
surprised
neutral
calm

happy
sad

File Actual Emotion Predicted Emotion
. /RAVDESS fActor_82/03-01-01-01-81-01-02.
. /RAVDESS fActor_082/03-01-02-02-81-01-02.
. /RAVDESS fActor_82/03-01-03-01-82-01-02.
. /RAVDESS fActor_83/03-01-64-01-81-01-03.
. /RAVDESS fActor_83/03-01-85-02-081-01-03.
. /RAVDESS fActor_8u/03-01-06-01-02-01-04.
. /RAVDESS fActor_8u/03-01-07-02-02-01-04.
. /RAVDESS/Actor_05/03-01-88-01-81-81-05.
. /RAVDESS /Actor_06/03-01-02-01-02-01-06.
. /RAVDESS fActor_06/03-01-03-02-01-01-06.
. /RAVDESS /Actor_07/03-01-84-01-01-01-07.
. /RAVDESS /Actor_07/03-01-85-01-082-01-07.
. /RAVDESS /Actor_08/03-01-06-02-01-01-08.
. /RAVDESS /Actor_08/03-01-87-01-81-01-08.
. /RAVDESS /Actor_09/03-01-88-02-81-01-09.
. /RAVDESS /Actor_09/03-01-81-061-82-01-09.
. /RAVDESS /Actor_106/03-01-82-62-82-01-18.
. /RAVDESS /Actor_106/03-01-83-01-81-01-18.
. /RAVDESS fActor_11/03-01-84-62-81-01-11.
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happy
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angry
happy
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happy
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angry
happy
disgqust
fearful
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sad
disgust
sad

Result
Incorrect
Incorrect

Correct
Correct
Correct
Incorrect
Incorrect
Correct
Correct
Correct
Incorrect
Correct
Incorrect
Correct
Incorrect
Incorrect
Incorrect
Incorrect
Correct




Q&A



Thank you!
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