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Introduction



Related Works - Training Loss

● OC-Softmax (Zhang et al., 2021): To compact the bona fide speech 
representation and inject an angular margin to separate the spoofing 
attacks in the embedding space.
-> Assume all data has the same center

● SAMO (Ding et al., 2023): To cluster bona fide speech around a number 
of speaker attractors and pushes away spoofing attacks from all the 
attractors in a high-dimensional embedding space.
-> Require Speaker ID as enrollment

Rethinking training loss: Could we create multiple pseudo labels for training?



Related Works - Model Architecture

● Wav2Vec-Conformer (Rosello et al., 2023): Use XLS-R with comformer blocks.

● Wav2Vec-TCM (Truong et al., 2024): Use XLS-R + comformer blocks with Temporal-channel 

modeling.

● Wav2Vec-SCL (Doan et al., 2024): Use XLS-R with three linear layers.

● (The above names are from Kwok et al. (2025))

They successfully demonstrate that a good pretrained audio encoder / feature extractor is sufficient for 

anti-spoofing.

-> Could we use a pretrained speaker embedding model as the backbone, instead of a general audio 

encoder (From 300M params to 10M)?



Related Works - Data Augmentation
● We apply two methods from RawBoost (Tak et al., 2021) to add noise to audio.

(Tak et al., 2021)



Framework



Methodology - Speaker Embedding Model

● We use Titanet (Koluguri et al., 2021) based on NVIDIA 

Nemo framework to extract speaker embedding.

● It focuses on global context, which means that it doesn’t 

contain temporal information in the audio.



Methodology - Dual Memory Bank with Sparse 
Attention

● The idea is using top k memory vectors to do the reconstruction for bonafide and spoof audios separately 
(We et al. 2018).



Methodology - Optimal Transport
● The idea is to fix the unbalanced distribution of the memory bank to avoid model collapse (Karon et 

al., 2020).



Examples for SK-Algorithm



Examples for SK-Algorithm

1st Row Normalization:



Examples for SK-Algorithm

1st Column Normalization:

After a few iterations (~3), rows and 
columns would be normalized



Methodology - Reconstruction / Diversity Loss



Methodology (Additional): Contrastive Memory Loss



Methodology (Additional): Multi-Center OC-Softmax



Methodology (Additional): Addaptive Margin 
● The idea is to gradually change the adaptive margin for OC-Softmax.



Dataset
● Training and validation: ASVspoof 2019 (Wang et al., 2019)

● Evaluation: ASVspoof 2019 LA (Wang et al., 2019), ASVspoof 2021 LA (Delgado et al., 2021)

 (Wang et al., 2019)



Experiements
● We choose best validation EER score to run the evaluation.

● We report the EER score and mini t-DCF score.

● Learning Rate: 1e-4, Weight decay: 2e-3, Steps: 5000 (~50 epochs)

● Lambda:
○ recon: 1.0

○ ot: 0.2

○ diversity: 0.1

○ oc (if apply): 0.5

● Sinkhorn iterations: 3

● Memory slots: 64

● Top K: 10



Results



Results



Results



Conclusion

1. We have demonstrated the potential for speaker embedding models, yet it is not SOTA.

2. All enhanced modifications failed, maybe these methods are too complicate for the dataset.

3. General applications are bad, which implies overfitting in the training data.

4. Adding a decoder while freezing the encoder would be our future works.
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